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Introduction

0 Edge Computing

Cache content on geographically dispersed edge servers
— Access to content with low-latency can be realized

e.g. Sharing nearby

info among self- Edge Server ClougiServer
driving cars and 0 Ca o ey
pedestrians S~ 4 Nearby
— - Info
Immediate
access and ]
updates Via Internet
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Related Works

Content caching on edge servers — Resource constraints

Decide cached

Locality conscious content shareing

contents based _n
on popularity +++
[11.[2].[3]

Sharing public contents among nearby
clients

Immediate content sharing among specific
clients

We realize immediate content sharing among specific clients
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Related Works

A system that can transfer content to specific destinations
only [5, Nagato 2020]

.. User P
Characteristics P
Subscriber
1. Pub/Sub Distribution (Destination) vl
usin/g cache Publisher /;O\‘ A / A
(Source) e Content A is Vi
The client connects to a K. not shared
fixed server (home vn
server) and performs hom
Publish/Subscribe. \
2. Consistency "
Synchronize content Synchronize "N’ g
state between servers Updates A\

Subscriber
(Destination)

Make content sharing real-time considering resource constraints
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Related Works

A system that can transfer content to specific destinations
only [5, Nagato 2020]

— Updated User P
Characteristics ‘ a
‘ Subscriber
1. Pub/Sub Distribution (Destination) vl
using cache Publisher Ao A - o
(Source) e Content A is Vi
The client connects to a K. | not shared
fixed server (home vn S _AUser Q
server) and performs home :
Publish/Subscribe. \
2. Consistency A’
Synchronize content Synchronizg—%E O(oe Updated
state between servers Updates ¢
Subscriber
(Destination)
Make content sharing real-time considering resource constraints
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Problem and Goal

3 Our Goal

Immediate and flexible content sharing on edge server

Game

2l 5 Content

- Global Map

. Private Map

cache and bandwidth can be over-consumed as the number of users increases
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Case Study

Cannot store content on edge server : Network congestion

Relocate to other

servers that require Cloud Server
longer access

Network Congestion
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Approach

Policy : Minimize delay for content transmission by efficient resource use

1. Formulation of delay for content i 2. Algorithm Construction which
delivery :

(Original modeling for interactive content :
sharing among clients) :

minimize delay D

Subscriber

penalties

- Exhaustion of capacity on
edge servers

« work congestion

 Distance between a client
and a home server

s |
0 Pub/Sub VI

1 L M 1 U | . Subscriber
_ : Publisher
PN 2 ] 2 s
=1 m=1,c,, €C; n=1 . .
: Leveraging strong pub/sub
(tmnria + Y(C)(IC| = Craa)B + dimiy) relationship
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System Model

edge server capacity is full Assume overflowed content is
deployed on the cloud server

Cloud Server

e s Internet

Internet ==
o
/ \ EXIstlng

work f
A e,
e

Publisher h Subscriber
cac e
(Source) cache (Distination)
. O 2. Network Congestion(8) 2. Network Congestion(8)
an Vl 0 0 3. Distance in network (r) 3. Distance in network (r)
1. Deliver content via cloud server e a times delay
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Cost Model

Policy : Minimize delay for content transmission by efficient resource use

Formulation of delay for content transmission :
Distance between
Content placed in clients and home
U | the cloud servers

’ | Z mn +tmnrla+w(|cl|)(|cl| ma:c B‘m/l’y
I=1 m=1,c;meC; "

L :number of servers U, :nUuMber Of Base dela Number of clients
M :number of clients updates by client m Y connected to server [

1st term : Content delivery delay under ideal conditions
2nd : cache overflow 3rd: network congestion 4th: Network distance
Give a times Give penalty B Give penalty r
delivery delay according to the according to the
when transmitting network distance between
via cloud server congestion users and home
servers
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Proposed Method

RLCCA (Relation and Locality conscious Cooperative Client Assignment)

— Heuristics which decrease delay effectively

1. Locality

Restrict connected

servers to nearby

Servers

2. Relation

| evarage Pub/Sub

relationship
Q 120)
@ | &
Q 48]
o S

o
\ e
YRy

3. Cooperation

Cooperation
according to the
resource usage

100 % 50 % 20 %
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Relation Conscious (Step 2)

Extracting user-to-user connectivity as knowledge from Pub / Sub relationships

User E Construct user network
by pub/sub relationships

Most relevant users (Descending sort)

' K K Matrix
‘I vn' VN' coe Factorization

User A User B UserD User E

Aggregate cache by assigning highly relevant users to the same server
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Relation Conscious (Step 2)

Relevant users refer to the same content cache

Client Management(CM)
Most relevant users Service

LAN ]

User C User E User D User B

Compute and allocate
home server to each user

Most relevant users

AR

User D User B User A User E

Most relevant users

LA |

User E User C User D User B

the cache consumption capacity of edge servers can be reduced
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Simulation

1. Locality

g
-

Is the use of edge server resources more efficient

and content transmission delays reduced?

Metrics : Cost model of content delivery delay D

2. Relation

vi Pub/Sub vi

Content
shareing

|Unm|

1 & Y 1
D= i Z Z ITYEE] ;(tmnrla + ¢(|CZD(|CZ‘ - Cma:v)ﬁ + dml’Y)

=1 m=1,c,, €C; ‘Um‘

How much penalty is given to content delivery delay D due to excessive
consumption of resources. The unit is ms (milli-seconds).

3. Cooperation

100% 50% 20%
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« Allocation to the nearest server
- Random Allocation

LCA O X X

RLCA O O X
RLCCA O O O
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Result

e EEEEmEmEm e 1
i Number of content caches to be managed on the edge i
1 . s I
i Reqwrement Ratio = Number of content caches that can be placed on the edge i
: ( Ratio of the number of contents requiring real-time delivery .
: to the number that can be cached on the edge ) |
.‘+
penalties 1T :2
- Exhaustion of capacity on 81 -+- LCA /
edge servers = -+ RLCA .
: o 671 —<- RLCCA (Proposed) S
- work congestion 2 ki T
o & 7
: : T 4 — -
- Distance between a client = B B el e
and a home server PR I T e
P.—.;—’."._ u—
Base content delivery delay : 5 ms o : .

02 04 06 08 10 12
Requirement Ratio

«  The proposed method can reduce the delay by 55% than conventional method

«  When developers limit the content to be managed on the edge server in advance,
the content can be delivered with few delay D
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Conclusion

O Contribution

We propose content caching method by which content delivery with
low-latency is realized considering edge server resource constraints

a Approach

1. Formulate content delivery delay between publisher and subscriber
considering edge server resource constraints

2. Propose heuristics RLCCA (Relation and Locality conscious

Cooperative Client Assignment)

O Result
v'Content delivery delay is decreased by 55% than existing methods

v When developers limit the content to be managed on the edge server in
advance, the content can be delivered with few delay D

(Limitation of the content can be realized with previous methods)
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